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1 MOTIVATION

Federated learning (FL) enables multiple devices to collabo-
ratively train a shared model while preserving data privacy.
However, despite its emerging applications in many areas,
real-world deployment of FL across heterogeneous edge
devices is challenging due to devices having wildly diverse
training capability and data distribution, which highly im-
pact both model performance and training efficiency.

We discuss the key observations around system and data
heterogeneity. Specifically, we try to derive critical design
principles for an effective FL system:

#Principle 1: Accurate estimation of the runtime device
training capability is critical to the system efficiency of an
FL system.

#Principle 2: Homogeneous local training data distribu-
tions are beneficial to the statistical efficiency of the global
model.

#Principle 3: In addition to the local data distribution, a
homogeneous overall training dataset is also critical to the
statistical efficiency of the global model.

According to the above discussion, we can find that to intel-
ligently strike a balance between the training efficiency and
the model performance, Harmony needs to jointly consider
the runtime training capability from the system perspective
and both the local and overall data distribution from the data
perspective.

2 LIMITATIONS OF THE STATE OF THE ART

To improve the model performance or training efficiency,
several device selection approaches (Li et al., 2021; Nishio
& Yonetani, 2019; Chai et al., 2020) have been proposed.
However, most of them decouple the problem and only focus
on one certain side. For instance, AutoFL (Kim & Wu, 2021)
uses a reinforcement learning based approach for device se-
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lection in order to jointly optimize the FL training time and
energy efficiency of individual participants. However, only
focusing on the system heterogeneity can unconsciously se-
lect devices with high data skewness in the training process
which severely hampers model performance and limits the
application scope in real-world scenarios. Though the sys-
tem in (Lai et al., 2021) conducts device selection by jointly
considering the system configuration and the training loss of
a specific device, this coarse-grained selection ignores the
skewness of the overall data distribution for each training
round which not only causes unnecessary local training, but
also negatively impacts the convergence of the collaborative
model.

3 KEY INSIGHTS

This paper proposes Harmony1, a high-performance FL
framework with heterogeneity-aware hierarchical manage-
ment of training devices and training data. Unlike previous
works that mainly focus on heterogeneity in either training
capability or data distribution, Harmony adopts a hierar-
chical structure to jointly handle both heterogeneities in a
unified manner.

It effectively directs the training process to make it pro-
ceed in harmony through intelligently mediating the conflict
caused by the heterogeneity in the following four folds: 1)
the static system heterogeneity caused by different hardware
configurations, 2) the dynamic system heterogeneity caused
by resource contention at runtime, 3) the data heterogeneity
in each local device and 4) the data heterogeneity in each
global training round.

4 MAIN ARTIFACTS

Figure 1 shows the system architecture of Harmony that
mainly contains the following two components: the global
coordinator hosted by the central server and the local coordi-
nator deployed on each participating mobile device. Without
accessing the raw data, the global coordinator first selects

1The name of the system, Harmony, has two-fold implications.
First, our FL system aims to manage all heterogeneous devices to
work in harmony. Second, our FL system aims to have the back-
ground training task execute harmoniously with the foreground
applications of the devices.
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the participants and then further reorganizes the training
samples within them based on the accurate estimation of
the runtime training capability and data distribution of each
device. The local coordinator keeps monitoring the local
training status and conducts efficient training with guidance
from the global coordinator.

The system workflow of Harmony can be represented as
the following main steps. 1. At the initialization step, all
the mobile devices participate in the first training round and
complete local training. 2. The local coordinator sends the
following information to the central server including: a)
static system info (CPU frequency in this case), b) dynamic
system info (resource contention caused by concurrently
running apps), c) size of local training data, and d) the lo-
cal training gradients. 3. With the received information,
the global coordinator well estimates the data distribution
and predicts the runtime training capability. 4. After that,
the global coordinator intelligently selects the participating
devices by jointly considering the homogeneity of the lo-
cal training data and runtime training capability. Moreover,
to strike a more effective balance, the global coordinator
fine-tunes the distribution of the overall training data in the
current training round to make it more homogeneous. 5. The
global coordinator then broadcasts the coordination result to
the corresponding selected devices. 6. The local coordinator
then conducts the local training process based on the coor-
dination result. 7. Meanwhile, the local coordinator will
monitor real-time status and data. If the variance exceeds a
predefined threshold, it triggers the coordination procedure.
Otherwise, the training process proceeds normally without
introducing extra computing and communication overhead.

Local 
Coordinator

…

Global Coordinator

Local Training

Upload
Local 

Information

Obtain 
Training Capability 
& Data Distribution

Select 
the Optimal 

Devices & Data

Broadcast 
Selection 
Matrix

Local Training Local Training

Configuration 
Training

Status-Data
 Monitor

Local Training

Local 
Coordinator

Local 
Coordinator

Local 
Coordinator

…
Local Training

Figure 1. The system overview of Harmony.

5 KEY RESULTS AND CONTRIBUTIONS

We conduct extensive experiments to evaluate the effec-
tiveness of Harmony. Compared with the baselines, the

evaluation experiments demonstrate that Harmony improves
the accuracy of the trained model by up to 27.62%, speeds
up the overall training time by up to 3.29×, and saves up to
88.41% in energy. To our best knowledge, Harmony is the
first work that studies the balance between the model per-
formance and training progress through intelligently consid-
ering the static and dynamic heterogeneity from the system
perspective as well as harmonizing the data heterogeneity
from both the local and global levels. Specifically, we make
the following key contributions:

• We propose Harmony, a high-performance federated
learning framework, where the global and local coordi-
nators cooperate to intelligently balance the model per-
formance and training process in the highly dynamic
and heterogeneous training environment.

• We design the hierarchical coordination mechanism
that well coordinates the training process that jointly
considers the data distribution of the local device and
the overall distribution of each training round in or-
der to effectively improve the model accuracy while
accelerating the training progress.
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